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Abstract—Data Cleaning is a very important part of the data
warehouse management process. It is not a very easy process
as many different types of unclean data (bad data, incomplete
data, typos, etc) can be present. Also, whether a data is clean or
dirty is highly dependent on the nature and source of the raw
data. Many attempts have been made to clean the data using
blocking algorithms, phonetic algorithms, etc. In this paper an
attempt has been made to provide a hybrid approach
HADCLEAN for cleaning data which combines modified
versions of PNRS and Transitive closure algorithms.
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L INTRODUCTION

Data cleaning is an essential step in populating and
maintaining data warehouses. Owing to likely differences in
conventions between the external sources and the target data
warehouse, as well as due to a variety of errors, data from
external sources may not conform to the standards and
requirements at the data warehouse. Therefore, data has to be
transformed and cleaned before it is loaded into the
warehouse so that downstream data analysis is reliable and
accurate. This is usually accomplished through an Extract-
Transform-Load (ETL) process. Typical data cleaning tasks
include record matching, de-duplication, and column
segmentation which often go beyond traditional relational
operators. This has led to the development of a broad range
of methods intending to enhance the accuracy and thereby
the usability of existing data. Data cleansing is the first step,
and most critical, in a Business Intelligence (BI) or Data
Warehousing (DW)  project, yet  easily the  most
underestimated. T. Redman [1] suggests that the cost
associated with poor quality data is about 8-12% of the
revenue of a typical organization. Thus, it is very significant
to perform data cleaning process for building any enterprise
data warehouse.

An attempt has been made in this paper to provide a
hybrid approach to data cleaning using modified versions of
two basic algorithms namely — PNRS and Transitive
Closure. These have been explained in further sections.

The remainder of the paper is as follows. Section II
describes the related work in the field of data cleaning.
Section III briefly elucidates the two basic algorithms that
were used as main reference to this paper. Section IV & V
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describe the algorithm proposed and analysis respectively.
Section VI gives conclusions and recommendations for
future work.

II.  RELATED WORK

Researchers have proposed various approaches to data
cleaning. Dictionary based data cleaning is very commonly
used. Christian M. Strohmaier, et al. [2] has proposed post
correction of OCR-results for text documents by using fixed,
static large scale dictionaries, dynamic dictionaries (retrieved
via an automated analysis of the vocabulary of web pages
from a given domain) and mixed dictionaries. Beitzel, S.M,
et al. [3] provided an overview of work done to improve the
effectiveness of retrieval of OCR text. Various mechanisms
in consideration include IR Models for OCR text, processing
OCR text for categorization, auto-correction of OCR errors
and improved string matching on noisy Data. JM Trenkle, et
al. [4] presented the design of a high-performance
recognition system for recognizing low-quality characters
extracted from postal address blocks. They employed
disambiguation and spell-correction methods in order to
substantially improve the performance. K. Kukich [5] aimed
at correcting words in the text focusing mainly on 3
problems — i) non word error detection, ii) isolated word
error correction, iii) context dependant word correction. C.
Varol et al. [6] have proposed PNRS algorithm which stands
for Personal Name Recognizing Strategy. It has two
algorithms Near Miss Strategy and Phonetic Algorithm
which correct words using standard Verbal and Vocal
Dictionaries.

Various researchers have attempted to clean the data on
the basis of transitive closure technique. M. A. Hernandez, et
al. [7] proposed an approach that helps in finding the
duplicates in the data using transitive closure technique. R.
Bheemavaram et al. [8] attempted to group related data
records together using the transitive closure. R.
Bheemavaram et al. [9] have proposed a suitable algorithm
for computation of transitive closure algorithm in a
distributed and parallel way while dealing with data cleaning
to huge data. P. Jokinen et al. [10] gave a comparative study
of string matching algorithms which include Dynamic
Programming, Galil Park algorithm, Ukonen Wood
Algorithm, etc. W.N. Li et al. [11] used transitive closure in
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filling of missing records, removing data redundancies and
grouping of similar records together.

Next section gives the background of the basic
algorithms that have been extended to design our algorithm
for data cleaning.

III.

In this section, a brief description PNRS and Transitive
Closure is given.

A. PNRS

The PNRS algorithm, proposed by C. Varol et al. [6],
corrects the phonetic and typographical errors present in the
raw data, using standard dictionaries. It mainly employs two
algorithms which are explained below.

e Near Miss Strategy — Two words are considered

“near” if they can be made identical —

BACKGROUND

o By inserting a blank space
o By interchanging 2 letters
o By changing/adding/deleting a letter

If a valid word is generated using this technique, it is
added to temporary suggestion list, which can be
reviewed and corrected in the original data
automatically or with some manual intervention.
Phonetic Algorithm - Phonetic Algorithm uses a
rough approximation of how each word sounds. This
is important as “near miss” doesn’t provide us with
the best list of suggestions when a word is truly mis-
spelled. This compares the phonetic code of the mis-
spelled word to all the words in the word list. If the
phonetic code matches, then the word is added to the
temporary suggestion list, which can be reviewed
and corrected in the original data automatically or
with some manual intervention.

In this way, PNRS corrects the errors in the data. Next
section explains the second algorithm — Transitive Closure.

B. Transitive Closure

Transitive Closure algorithm for data cleaning has been
proposed by W.N. Li, et al [11]. This algorithm preprocesses
the data to categorize millions and billions of records into
groups of related data.

The ETL tool using following algorithms processes the
individual groups for data cleaning which involves

e Identifying and removal of redundancies - This is

especially valuable when we are migrating data from
different source systems where we might store same
data in different formats

Filling the blank cells.

Establishment of “group” relationship between
different records leading to faster querying.

In this technique the records are matched on the basis of
matching of the keys (keys are selected attributes of the
data). Each key is matched one after the other, so as to obtain
related group of records. These groups can further be
analyzed and corrected. Blanks can be filled, and
redundancies can be removed.

Next section explains the proposed data cleaning
algorithm along with a case study.
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IV. PROPOSED DATA CLEANING ALGORITHM WITH A
CASE STUDY

A hybrid algorithm called HADCLEAN is being
proposed in this paper that includes usage of modified
versions of PNRS and Transitive Closure algorithms. The
proposed approach is explained using a sample data as
shown in Table 1. Each algorithm is applied one after the
other to obtain the cleaned data.

First the modification proposed to PNRS has been
explained in the subsequent section.

A. Modified version of PNRS algorithm

The contemporary PNRS algorithm [6] was correcting
the spelling mistakes in the data on the basis of any Standard
English dictionary or a standard dictionary available for that
particular language. It takes care of phonetic and
typographical errors present in the raw data. It has a
limitation that it works effectively only for English language
as the phonetic algorithm is available at present only for
English language. It only removes errors in the words where
two words can be made equal by inserting, interchanging or
deleting a letter. But sometimes, same word can exist in
slightly different formats which cannot be corrected by
contemporary PNRS.

A modification that can be proposed here is to use an
organization specific dictionary, along with a standard
dictionary, for checking the spelling mistakes. This is
important because most of the verbal data present in data
warehouses are official data and contain organizational
jargons, sometimes even limited to a particular organization.
For example, in Table 1, the field “Identification Marks” can
be corrected using a Standard Dictionary, but the field
“Occupation” cannot be corrected as most of the
Occupational titles could be in regional languages as well
which don’t exist in the standard dictionaries. Also there
could be organizational specific titles to the designation or
the occupation. We can observe that in records 1 and 25,
PNRS has corrected “Occupation” and the “Identification
marks”.

The modified (corrected) data after applying modified
PNRS algorithm is shown in Table 2.

In our data PNRS can be applied for the fields “City”,
“State”, “Identification Marks” and “Occupation” but not to
the fields like “Name” and “Address” as they are not found
in any dictionaries with clarity. So here comes the role of
transitive closure which is explained in section that follows.

B. Modified version of Transitive Closure algorithm

Transitive Closure algorithm matches two or more
records into one group when one of the key (attribute)
matches between the two records. But, sometimes by
matching only one key to group records would result in
mistakes as we cannot rely only on matching one key. Also
this runs completely in semi automatic mode, where the
records are grouped together and then leaves room for
manual intervention to study these groups and then declare
that duplication or correction of data in the records.
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PNRS algorithm is applied on some attributes and
gross errors like typos, OCR errors etc. are removed.

|
v

Modified Transitive Closure Algorithm is applied to
remove duplicate records and fill missing records.

Figure 1. Flowchart of HADCLEAN

In our paper we are modifying this transitive closure in a
way to fully automate it without any manual intervention.
This is primarily based on using more than one key to match
the records into one group or rather saying that these records
are the same. The approach is described as follows:

We are suggesting prioritizing the keys in the Transitive
Closure Algorithm at 2 levels. At First level, we divide our
keys into 3 categories:

a) Primary: unique for a person (either one-to-one or
one-to-many)

b) Secondary: relatively unique

¢) Tertiary: not so unique

In our case study we categorize the keys into primary,
secondary and tertiary as follows:

Primary — UID, Driving License, Mobile Number, Email-ID
Secondary — name, street address
Tertiary — pin-code, DOB, Identification mark

At second level, inside the categories, we order the keys
based on decreasing priority of uniqueness/importance.

For e.g. consider the Primary keys.

1) A person has one and only one UID. So this
presumes the topmost priority.

2) A person has one Driver’s License at a time. But, if
a person changes his state/branch as the case may
be, he might have to change the driving license.

3) An email id or a mobile number is mapped to only

one person but not vice-versa. So, a person can
have many mobile numbers and email ids. So, we
keep these keys at lesser order although a mobile
no. /email id is unique for a person. Again, the
probability of having multiple mobile nos. for a
person is lesser than that of having multiple email
ids, so that comes at a later priority.

So, in the case of primary key, we keep UID>Driver’s
License>mobile number>email id (For simplicity, we have
removed mobile number in the sample data). For secondary
key, we have name>street address. We consider a
combination of first, middle and last name for the name key.
For tertiary keys, we keep pin-code >DOB>Identification
mark.

Now after categorizing the attributes, we apply following
rules on the records to find out the related records.

Number of key matches to conclude them as related
records -
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Figure 2. Contrast of No. of Records Corrected
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Figure 3. Contrast of Accuracy of Both Algorithms

e 2 matches if at least one of them is a primary key
3 matches if at least two are secondary keys.
4 matches if at least one key is a secondary key.

Record 1 is removed according to rule 1 as there are two
primary key matches (UID and Driving License) with
Record 25. Record 5 is removed by rule 2 as there are two
secondary key matches and one tertiary key match (Name,
Street address, pincode). Record 8 is removed by rule 3 as
there is one secondary key match and three tertiary key
matches (name, pincode, DOB and identification mark).

The modified (corrected) data after applying the modified
transitive closure algorithm appears in Table3.

The flow chart of the algorithm HADCLEAN is shown
in Figure 1.

V. ANALYSIS

Experiment has been performed comparing the modified
algorithms with the originally proposed algorithms. Public
data consisting of 1200 records has been generated for
experimental purposes. The sample data presented in Tables
1, 2 and 3 is a subset of the whole data. Both original
algorithms and the modified versions of the algorithms have
been coded and applied on the data generated. The results
obtained have been contrasted with as explained below.

PNRS and the modified version of the PNRS have been
run on the data generated. It was found the modified PNRS
was correcting 18 records more than what original PNRS
was able to correct. Figure.2 shows the comparison of the
number of records corrected.
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Transitive Closure algorithm and the modified version of
the Transitive Closure algorithm have been run on the data
generated. It was found the modified transitive closure was
able to group the records more accurately than the original
algorithm. The contrast of the average accuracy of grouping
of records has been shown in Figure.3.
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The original transitive closure algorithm was only
grouping related records together. It was unable to identify
identical records or redundancies. It is required to manually
study related groups of records to find out redundancies. But
in the modified version, the redundancies are removed
automatically which establishes its superiority over the older
ones.

VI. CONCLUSIONS, LIMITATIONS & FUTURE WORK

Thus the analysis establishes the superiority of the
proposed algorithm in automating the data cleaning process.
The following section states a few limitations and future
work.

A. Limitations

e The modified version of the transitive closure
algorithm has prioritization of the attribute keys
which is data specific. This cannot be automated and
needs manual intervention.

e Apart from these three primary algorithms, there can

always be other data specific algorithms to clean the
data. For example the errors in the field “date of
birth” can be corrected. For e.g. year of birth 1850
may not be correct for an employee of a particular
firm. It can be auto corrected to 1950. There is
always a room for such data specific corrections.

We are not able to combine record 9 and 27 as there
is only one secondary key and two tertiary key
matches. They can be merged by manual correction.

B. Future Work

e Semantic Data Matching algorithm can be applied to
the data along with the above algorithms to get better
results in data corrections. This algorithm has been
clearly explained by R. Deaton, et al. in [12]. For
e.g. in our final sample data set after applying
Transitive Closure in the records 9 and 27, Bombay
and Mumbai both refer to the same city but two
different representations are present. By using
Semantic Data Matching, we can take care of this by
keeping a unique consistent name for city based on
the semantic similarity between the attribute values
in different documents.

One area that has been identified for future work is
the usage of Principal Component Analysis (PCA)
while modifying the transitive closure algorithm.
Based on the input data we can modify the attributes
so as to prioritize them appropriately using PCA.
These prioritized attributes can be used as keys in
Transitive Closure algorithm.

As of now, our algorithm has been tested on data
with only 1200 records. This could be tested on huge
Enterprise Data that can give us better knowledge of
performance and efficiency of this algorithm.
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